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1. Entropy and its implications in human disease and aging

Entropy, which is a thermodynamic property or an interpreta-
tion of the second law of thermodynamics, was first defined in
1865 by the German physicist Rudolph Clausius [1]. It eventually
evolved into a general scientific concept that is of universal and
paramount importance in three aspects. First, entropy is a measur-
able physical property that is commonly associated with a state of
chaos, disorderliness, randomness, or uncertainty of any systems
[2]. Second, entropy is a measure of the amount of energy that is
unavailable to do work [2]. Third, the universe or an isolated sys-
tem always obeys ‘‘the principle of entropy increase” that irre-
versible or spontaneous processes can occur only in the direction
of entropy increase—that is, the direction of increasing chaos, dis-
order, randomness, or uncertainty [2].

When applied to living systems, a state of disorderliness implies
the deterioration of physical structures—for example, the misfold-
ing or deformation of macromolecules such as proteins, DNA, and
RNA, or the disruption of tissues and organs [3–5]. ‘‘Loss of the
capability to work” with entropy generation means the decline or
loss of the physiological functions of molecules, cells, tissues, or
organs. Living systems have the capability to reverse the principle
of entropy increase within a certain period during development
(e.g., during the early phase of development and growing) and
under certain conditions (i.e., given sufficient nutrient intake, effi-
cient metabolic activities, strong self-defense and self-healing
capabilities, etc.). This is because, as an open system with a highly
ordered dissipative structure that is far from equilibrium, an
organism can exchange matter, energy, and information with its
surrounding environment to acquire ‘‘negative entropy” (i.e.,
decreased disorder) to counter entropy increase; meanwhile, it
can shed the entropy generated in its body out into the environ-
ment [5].

An increasing body of scientific evidence indicates that entropy
increase lies at the root of the deterioration of human health and
acceleration of the human aging process [6,7]. Silva and Annamalai
[7] found that the entropy generated over the lifespan of an aver-
age individual (ending with natural death) is around 11 404 kJ�K�1-
�kg�1 of body mass, and that this ‘‘maximum lifespan entropy”
predicts a lifespan of 73.78 and 81.61 years for the average US male
and female individuals, respectively, which correspond closely to
their statistical average lifespans of 74.63 and 80.36 years. The
findings of this study support the theory that the entropy genera-
tion rate (EGR) determines the rate of aging: The higher an EGR a
person has, the faster that person approaches the maximum lifes-
pan entropy over a lifetime and the shorter that person’s lifespan
[7,8].

The difference between ‘‘life” and ‘‘death” is nothing more than
the difference between the orderliness and disorderliness of living
systems. ‘‘Life” is maintained by a high degree of orderliness, or a
low-entropy state in the body, while ‘‘death” is the result of the
gradual loss of the ability to maintain a low-entropy state. By the
same token, ‘‘health” means that the body is in a highly ordered
low-entropy state, whereas ‘‘disease” implies that the structures
and functions of an organism fall into disordered or high-entropy
states. In other words, an increase in entropy—that is, a loss of
orderliness or an increase in the disorderliness of the function
and architecture at the molecular, cellular, tissue, organ, or system
levels—is deemed to cause disease.

Scientific research has demonstrated that, in a disease state, the
entropy of the body increases, which is manifested in—but not
restricted to—the diseased tissue or organ. The mechanistic link
between entropy generation and pathogenesis has been confirmed
in metabolic diseases (simple obesity, diabetes, metabolic hyper-
tension, cancer, gout, osteoporosis, etc.), metabolic syndrome (in-
sulin resistance, obesity, hyperglycemia, hypertension,
dyslipidemia, hyperuricemia, hyperviscosity syndrome, fatty liver
disease, etc.), metabolic inflammation, viral and bacterial infec-
tions, chronic obstructive pneumonia disease, Alzheimer’s disease,
and various heart diseases (coronary heart disease, heart failure,
arrhythmia, etc.) [6,7,9–25]. It is noteworthy that entropy increase
occurs in patients with various cancers, including lung, stomach,
bowel, breast, ovarian, and prostate cancers, along with hepatocel-
lular carcinoma and melanoma [9–14]. Moreover, these conditions
can all be ascribed to the loss of orderliness at the cellular, subcel-
lular, proteomic, transcriptomic, and genomic levels. In addition,
immune entropy has been used to measure the integrity and func-
tion of the immune system and its relationship with the health of
the population, and virus-infected or breast cancer patients have
been found to have greater immune entropy generation than
healthy people.

While entropy increase has been well recognized as the root of
disease, a question remained unanswered: How does the human
body maintain its low-entropy state?
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2. Potential mechanisms for maintaining the body’s low-
entropy state

Humans are born with innate self-organizing, self-defense, self-
healing, and anti-wear-and-tear capabilities. Herein, I propose that
these four attributes form the core mechanism for preserving the
low-entropy state of the human body. The evidence for this
hypothesis is presented in the following subsections.
2.1. The self-organizing system

Self-organization refers to the ability of the subsystems or com-
ponents in an open system to spontaneously—often seemingly pur-
posefully—form certain highly organized complex and integrative
spatial, temporal, and spatiotemporal physiological architectures
with associated functions (i.e., an organism’s morphogenesis)
according to genetic blueprints or programs without external
instructions [26–29]. This is a fundamental characteristic of living
systems. At the cellular level, cells inherently possess the ability to
self-organize into the tissues and organs that comprise the whole
body, and the anisotropies displayed by cells are evident in the
dynamic processes that constitute life, including cell development,
movement, and division [27–31]. At the genomic level, it has been
stated by Misteli [32] that genomes have complex three-dimen-
sional (3D) architectures that are largely driven by function, and
that the structural features of chromatin act as modulators, rather
than as binary determinants, of genome activity. The interplay of
these principles in the context of self-organization accounts for
the emergence of structural chromatin features and the diversity
and single-cell heterogeneity of nuclear architecture in cell types
and tissues. It also explains the evolutionarily conserved functional
features of genomes [32,33]. One of the best-characterized exam-
ples of protein self-organization is represented by the oscillations
of the Min proteins in Escherichia coli, which can help in sensing
the geometry of the cell [34,35].

From the macroscopic view, highly organized, complex, and
integrative spatiotemporal physiological architectures are well
exemplified by the cardiac conduction system. The heart can be
divided into several anatomical regions, according to their distinct
structural and functional properties, including the sinoatrial (SA)
node, atria (left atrium and right atrium), atrioventricular (AV)
node, ventricles (left ventricle and right ventricle), valves, bundle
of His, bundle branches, and Purkinje fibers [36]. These orderly
spatialized inhomogeneous structures coordinate to generate
sequential electrical excitation and mechanical contraction in
order to supply blood all over the body. More specifically, the spa-
tiotemporal sequence of electrical events during one full contrac-
tion of the heart muscle contains the following five main steps:
① An excitation signal (an action potential) is created by the SA
node that contains pacemaker cells. ② The wave of excitation
spreads across the atria, causing them to contract. ③ Upon reach-
ing the AV node, the signal is delayed. ④ The excitation is then
conducted into the bundle of His, down the interventricular sep-
tum. ⑤ The bundle of His and the Purkinje fibers spread the wave
impulses along the ventricles, causing them to contract. If any of
these spatiotemporally sequential events is disturbed and the
physiological orderliness is lost, arrhythmia can occur, resulting
in a chaotic contraction and leading to impaired cardiac function
and blood supply.

Simply put, self-organization involves building or rebuilding
orderliness from disorderliness in order to achieve a low-entropy
state in a system. Its strength depends on the ability of the system
to exchange matter, energy, and information with the surrounding
environment—that is, metabolism. The stronger the body’s self-
organization is, the stronger its capability is to retain a low-
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entropy state and the stronger its power is to maintain a healthy
state and vitality.

Self-organization relies on metabolic homeostasis—with the
amount of nutrients being taken in matching the energy required
to carry out life’s physiological activities and to excrete wastes
and discharge entropy (in the form of heat) to the environment—
as metabolismmediates and governs the flow of matter and energy
through the biosphere [37–39]. Metabolism is composed of two
interdependent processes: catabolism and anabolism [40]. Catabo-
lism is a series of processes of food digestion, nutrient absorption
and transport, and the breakdown of large, complex molecules into
smaller, simple ones accompanied by free energy production. It is
an entropy-generating process in which nutrients are converted
from high-orderliness structures into low-orderliness ones. It is
also a process that prevents or eliminates the accumulation of
waste products and entropy (in the form of heat production). Ana-
bolism centers around growth and building—that is, it involves the
organization of molecules, in which small, simple molecules
(amino acids, nucleosides, fatty acids, and glucose) produced by
catabolism are built up into more complex macromolecules (e.g.,
proteins, nucleic acids, lipids, glycogens, etc.). It is an entropy-dis-
charging process that forms or preserves physiological structures
with a high level of orderliness. Clearly, proper metabolism is the
foundation of self-organization, and the maintenance of health
involves a synchronized network of catabolic and anabolic signals
in cells, tissues, and organs, which critically determines the level of
entropy [37–39].

Based on this concept, I propose that the respiratory, digestive,
cardiovascular, and excretory systems are the key to metabolism
and thus to self-organization. While the respiratory and digestive
systems are responsible for the intake of oxygen, water, and food,
which are subsequently converted into ‘‘negative entropy” in the
body, they also work with the excretory system to discharge the
wastes and entropy generated during metabolism. The cardiovas-
cular system is the hub for all metabolic activities. For conve-
nience, here I amalgamate these systems into one and refer to it
as the ‘‘metabolic/self-organizing system.” This system is what
makes the human body an open system with both an input port
or entrance and an output port or exit, capable of exchanging mat-
ter, energy, and information with the outside world.

The physiological characteristics and functional importance of
the metabolic/self-organizing system indicate that it is the system
most prone to pathogenesis in the human body—particularly to
infectious and chronic diseases. Statistics show that deaths caused
by chronic noncommunicable diseases account for 85% of all
deaths in China, of which cerebrovascular events, malignant
tumors, respiratory disease, and heart disease rank as the top four
causes of death. Lung cancer is the top-ranked cancer in both inci-
dence and death rate, and chronic obstructive pneumonia is the
most common chronic disease of the respiratory system. The top
two to five malignant tumors (liver, stomach, esophageal, and col-
orectal cancers), as well as obesity and diabetes of the metabolic
syndrome caused by an imbalance of intestinal flora, primarily
originate from the digestive system. Cardiovascular and cere-
brovascular diseases are common chronic diseases that seriously
threaten lives with high morbidity, disability, and mortality rates.
The number of people who die from cardiovascular (coronary
artery disease, cardiomyopathies, heart failure) and cerebrovascu-
lar (stroke) diseases globally each year is as high as 15 million.

2.2. The self-defense system

As an open system, the human body ingests the elements of life
from external sources to generate ‘‘negative entropy,” thereby
countering entropy increase and maintaining its low-entropy state.
But the external environment is not merely the source of life for
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organisms; it is also a source of disease and contains various patho-
gens (biological factors such as bacteria, viruses, fungi, and para-
sites) and other pathogenic factors (chemical and physical
factors). When ingesting nutrients, it is inevitable for pathogenic
factors to enter the body. By the same token, the body’s metabo-
lism, which generates free energy and the substances required
for maintaining various structures, is always accompanied by the
production of highly active free radicals (especially reactive oxygen
species (ROS)) and other harmful metabolites, along with numer-
ous and frequent errors in DNA replication, epigenetic alterations,
incorrect transcription and splicing, errors in biochemical synthe-
sis, and so forth. To safeguard against the invasion of exogenous
pathogenic factors and the production of endogenous damaging
metabolites, the human body is armed by nature with at least six
defending mechanisms: immunity, the inflammatory response,
endogenous antioxidants, the stress response, autophagy, and
apoptosis. Here, I collectively refer to these six mechanisms as
‘‘the natural self-defense system.” Self-defense is a countermea-
sure that involves protecting one’s life and well-being from harm
or danger; within the body, cellular self-defense synergizes with
the whole-body protection provided by traditional immunity to
confer pathogen resistance [40].

The immune system protects the human body by maintaining
continuous surveillance over the whole body, fighting against the
invasion of foreign pathogens, and eliminating internally gener-
ated deteriorating factors. Cell-autonomous immunity guards both
individual immune and non-immune cells against the immediate
threat of infection [40]. In this way, it maintains the orderliness,
complexity, and integrity of the structures and functions of tissues
and organs within the body. However, an overactive immune
response can cause many autoimmune diseases, such as type 1 dia-
betes mellitus. A study has reported a global measure using Shan-
non’s entropy to determine the immunosignatures of a diverse set
of 800 people and in five individuals over a period of three months
[41]. The authors of this study found that immune entropy is
affected by certain population characteristics and varies widely
across individuals. People with infections or breast cancer gener-
ally have higher entropy values than non-diseased individuals.
The researchers accordingly advocated the use of immune entropy
as a simple method to monitor health in individuals and popula-
tions. Furthermore, the analysis of entropy was used to evaluate
immunogenetic parameters associated with immune-mediated
disease [42]. Entropy has also been proposed to be a powerful indi-
cator of the humoral immune response [43]. It is known that
human immunodeficiency virus type 1 (HIV-1) accumulates muta-
tions in and around reactive epitopes to escape recognition and
killing by CD8+ T cells. It has been revealed that this escape can
be slowed significantly by lowering the entropy [44].

Under normal circumstances, inflammation is a defensive
response of the body to harmful stimuli and a healing mechanism
for injured tissues [45,46]. However, aggressive inflammation such
as cytokine storm can induce life-threatening systemic inflamma-
tory syndromes; likewise, chronic inflammation—also known as
persistent, low-grade inflammation—is detrimental because proin-
flammatory factors can attack the body’s own cells and tissues,
leading to a wide range of chronic diseases (e.g., metabolic syn-
drome, which includes type 2 diabetes, heart disease, and obesity)
[45,46].

ROS, which are produced by living organisms as a result of nor-
mal cellular metabolism and environmental factors, are a group of
highly reactive ions and molecules that are powerful signaling
mediators at physiological levels and are involved in the regulation
of a variety of biological processes [47,48]. Physiological levels of
ROS engage in metabolic regulation and stress responses to sup-
port cellular adaptation to a changing environment and stress.
Increased ROS level in cancer cells may provide a unique opportu-
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nity to eliminate cancer cells via activating various ROS-induced
cell death pathways or inhibiting cancer cell resistance to
chemotherapy. However, excessive ROS can damage cell structures
and alter their functions, establishing a state of high-entropy disor-
derliness: a situation known as ‘‘oxidative stress” [47,48]. Aerobic
organisms have an integrated endogenous antioxidative system,
which includes enzymatic and nonenzymatic antioxidants that
are normally effective in scavenging ROS. However, under patho-
logical conditions, the antioxidative system can be overwhelmed
by excessive ROS.

The stress or ‘‘fight or flight” response is the emergency reaction
system or the stress system of the body, and involves physiological
and psychological mobilization in response to an individual’s per-
ception of various unexpected challenging or threatening situa-
tions [49,50]. The adaptive stress response depends upon a
complex and highly interconnected neuroendocrine, metabolism,
and cellular and molecular infrastructure. Dysregulation of the
stress system (hyper- or hypo-activation) in association with
potent and/or chronic stress can markedly disrupt the body home-
ostasis, leading to a state of cacostasis or allostasis, with adverse
effects on many vital physiologic functions and a spectrum of clin-
ical manifestations.

Autophagy, the natural, regulated quality-control mechanism of
the cell that removes unnecessary or dysfunctional molecules or
organelles, allows the orderly degradation and recycling of cellular
components [51,52]. It has been recognized as a crucial defense
mechanism against malignancy, infection, and neurodegenerative
diseases and as an adaptive response to stress that promotes the
survival of the cell.

Apoptosis is a form of gene-controlled programmed cell death
that occurs in multicellular organisms [53,54]. It plays an essential
role in embryo development and morphogenesis, and thus in the
construction of highly ordered physiologic structures, the elimina-
tion of damaged or aging cells beyond repair, and the prevention of
excessive proliferation of tumor cells.

2.3. The self-healing system

As one of its most amazing gifts, the human body possesses an
enormous, miraculous, and persistent capacity to heal itself: the
so-called ‘‘self-healing power.” The body’s self-healing power is
manifested on at least three levels:

(1) Cell and tissue renewal and regeneration. Even when a
large number of cells are destroyed, the surrounding cells
replicate to make new cells, thereby quickly replacing the
cells that were destroyed. Tissue regeneration can be seen
in the liver, intestinal lining, bones, lungs, and many other
areas [55–57].

(2) DNA-repair machinery. The human body possesses DNA-
repair machinery for editing and correcting damaged or
mutated DNAs to restore their normal structures and func-
tions [58,59]. There are also processes in the body that main-
tain the quality control of protein folding by refolding or
eliminating the misfolded proteins that frequently occur
inside of cells due to mutations in the amino acid sequence
or disruption of the normal folding process by external fac-
tors [60–62].

(3) The ability to compensate for the loss of physiological
functions due to damaged tissues or organs. When the
body’s natural healing power declines, entropy generation
is increased, which is accompanied by pathogenic and aging
processes. However, prior to the occurrence of these events,
the body can initiate its compensatory mechanism to main-
tain impaired physiological functioning to a certain extent.
Heart failure is a typical representation and example of
structural and functional disorderliness or a high-entropy
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state [63]. Numerous factors contribute to heart failure syn-
drome, including a loss of muscle, decreased myocardial
contractility, pressure or volume overload, and restricted
filling, among which systolic dysfunction manifested by
diminished ejection fraction is the most common heart fail-
ure syndrome. As the heart begins to fail, a number of com-
pensatory mechanisms are activated. These include
increased heart rate, the Frank-Starling mechanism,
increased catecholamines, activation of the renin-angioten-
sin system, and the release of atrial natriuretic peptides,
which initially help the heart to preserve its function [63].

The body’s tissue-regenerating capacity is mainly conferred by
stem cells and fibroblasts [55–57,64,65]. Pluripotent stem cells
can replicate themselves and differentiate into any cell types that
are needed. Stem cells in the human body include hematopoietic,
bone marrow mesenchymal, neural, liver, skin epidermal, intesti-
nal epithelial, retinal, and pancreas stem cells. Fibroblasts play an
essential role in cell proliferation in the wound-healing process
and the formation of the intercellular matrix. As mentioned more
generally above, DNA-repair enzymes are responsible for DNA
repair, and molecular chaperones such as heat shock proteins han-
dle misfolded proteins.

2.4. The anti-wear-and-tear system

Allostatic load, or ‘‘the wear and tear on the body,” is a damag-
ing factor that accumulates as an individual is exposed to repeated
or chronic stress, which naturally and inevitably occurs in the parts
of an organism or in the tissues and organs of the body as a result
of their normal usages, even with care and proper maintenance
[66,67]. The phenomenon of wear and tear reflects the second
law of thermodynamics: Objects stray from their original form
and function over time unless energy from an external force is used
to maintain them. Such deterioration imposes persistent yet slow
destructive pressure to the orderliness and integrity of the archi-
tectures and function of the involved tissues and organs. This abra-
sion is manifested through the excessive use or abuse of tissues
and organs, resulting in their functional and structural overload.

The ‘‘use or disuse theory,” also known as ‘‘use it or lose it,”
explains that the parts of an organism that the organism uses the
most will undergo hypertrophy and become more developed
[68,69]. In contrast, the parts of the organism that are not used
as much undergo atrophy and begin to degrade from lack of use.
To maintain proper self-organization and metabolism, self-
defense, and self-healing so as to sustain life, the tissues and
organs of the body must function ceaselessly. However, constant
functioning will undoubtedly evoke the wear-and-tear process.
Fortunately, the human body possesses an innate resistance to
wear and tear, and exhibits remarkable wearability and resilience.
Its anti-wear-and-tear mechanism enables the body to resist and
automatically repair the wear and tear that occurs in tissues and
organs with daily physiological activities. However, when the rate
of wear and tear exceeds the body’s capacity, collapse of the body’s
orderly structures and an increase in its entropy ensue. Intrigu-
ingly, the wear-and-tear theory, as one of the theories on the
human aging process, holds that aging is the result of the accumu-
lation of wear and tear in organisms over time.

‘‘Wear and tear,” rather than ‘‘use it or lose it,” has been
employed to explain brain aging, Alzheimer’s disease, and the role
of proteostasis derailment in cardiac aging and disease, along with
many other diseases [69,70]. For example, weight-bearing joints
and joints that undergo repetitive stress and excessive wear and
tear are particularly prone to developing osteoarthritis. This find-
ing has been ascribed to the fact that cartilage has a poor regener-
ative capacity, as cartilage that is regenerated by stem cells fails to
fully recapitulate the structural and biomechanical properties of
4

the native tissue, even though stem cells can be differentiated into
chondrocytes in vitro or aid cartilage regeneration in vivo.

3. Concluding remarks

The law of entropy increase is universal and unidirectional in all
systems (whether isolated or open), although the process can be
inverted to be bell shaped with decreasing entropy during the early
stage of development and increasing entropy during the aging pro-
cess in living systems. From a thermodynamic point of view,
entropy increase that leads to the loss of a low-entropy state is
an undermining force that drives the deterioration of structural
and functional orderliness; in this way, it is the common mecha-
nism for the development of disease and aging in humans, regard-
less of different etiologies. Maintaining a low-entropy state is
therefore the key in preventing and reversing pathological pro-
cesses of all kinds. In fact, the human body is naturally equipped
with low-entropy-safeguarding mechanisms composed of the
self-organizing, self-defense, self-healing, and anti-wear-and-tear
systems. Degeneration or disruption of any of these four systems
will surely lead to eventual loss of the body’s low-entropy state.

Unfortunately, for the time being, no ‘‘magic pill” exists for clin-
ical intervention to maintain or restore a low-entropy state so as to
maintain healthy conditions. Furthermore, it is not anticipated that
any medicine or medical tools can be invented to help people
maintain a low-entropy state in the future—or, at least, in the near
future. This is because the entropy level or state in living systems is
determined by multiple complex factors. The four systems
described herein are the core and key controllers of the body’s
state of entropy, and a single intervention cannot affect them to
a sufficient extent to drastically change the entropy state. Instead,
maintaining a low-entropy state is a matter of adopting a healthy
lifestyle in a persistent manner. One example of such a healthy life-
style is a low-energy diet to reduce ‘‘entropy” intake and constant
physical activities to enhance ‘‘entropy” discharge. Conceptually,
preserving the wholeness and integrity of the body’s self-organiz-
ing, self-defense, self-healing, and anti-wear-and-tear mechanisms
by any healthy and efficient means is the ultimate solution for
maintaining the low-entropy state of the human body.

In the future, however, it might be possible to utilize certain
specific means of intervention to counter entropy increase. Studies
have discovered that the activation of nuclear factor (NF)-jB dur-
ing aging and the development of diseases plays a critical role in
mediating age- and disease-related increases in cellular entropy,
as manifested by DNA damage, chronic inflammatory response,
increase in apoptotic resistance, decline in autophagic cleansing,
and tissue atrophy [71,72]. Several longevity factors act as inhibi-
tors of NF-jB signaling and thus can suppress the NF-jB-driven
entropic aging process [71,72].
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[23] Bajić D, Ðajić V, Milovanović B. Entropy analysis of COVID-19 cardiovascular
signals. Entropy 2021;23(1):87.

[24] Xue SW, Guo Y. Alzheimer’s Disease Neuroimaging Initiative. Increased resting-
state brain entropy in Alzheimer’s disease. NeuroReport 2018;29(4):286–90.

[25] Azami H, Rostaghi M, Fernandez A, Escudero J. Dispersion entropy for the
analysis of resting-state MEG regularity in Alzheimer’s disease. In: Valenza G,
Nguyen HT, Fotiadis DI, Scilingo EP, Berger TW, Wenger C, editors. 2016 38th
Annual International Conference of the IEEE Engineering in Medicine and
Biology Society (EMBC); 2016 Aug 16–20; Orlando, USA. New York
City: Curran Associates; 2016. p. 6417–20.

[26] Kornev AP. Self-organization, entropy and allostery. Biochem Soc Trans
2018;46(3):587–97.

[27] Schweisguth F, Corson F. Self-organization in pattern formation. Dev Cell
2019;49(5):659–77.

[28] Silveira Da, dos Santos AX, Liberali P. From single cells to tissue self-
organization. FEBS J 2019;286(8):1495–513.

[29] McCusker D, Kellogg D. Cellular self-organization: generating order from the
abyss. Mol Biol Cell 2020;31(3):143–8.

[30] Sasai Y. Cytosystems dynamics in self-organization of tissue architecture.
Nature 2013;493(7432):318–26.

[31] Karsenti E. Self-organization in cell biology: a brief history. Nat Rev Mol Cell
Biol 2008;9(3):255–62.

[32] Misteli T. The self-organizing genome: principles of genome architecture and
function. Cell 2020;183(1):28–45.

[33] Sthijns MMJPE, LaPointe VLS, van Blitterswijk CA. Building complex life
through self-organization. Tissue Eng Part A 2019;25(19-20):1341–6.

[34] Loose M, Kruse K, Schwille P. Protein self-organization: lessons from the min
system. Annu Rev Biophys 2011;40(1):315–36.

[35] Howard M, Kruse K. Cellular organization by self-organization: mechanisms
and models for Min protein dynamics. J Cell Biol 2005;168(4):533–6.

[36] Van Weerd JH, Christoffels VM. The formation and function of the cardiac
conduction system. Development 2016;143(2):197–210.

[37] Braakman R, Follows MJ, Chisholm SW. Metabolic evolution and the self-
organization of ecosystems. Proc Natl Acad Sci USA 2017;114(15):E3091–100.

[38] Varahan S, Walvekar A, Sinha V, Krishna S, Laxman S. Metabolic constraints
drive self-organization of specialized cell groups. eLife 2019;8:e46735.
5

[39] Davies PCW, Rieper E, Tuszynski JA. Self-organization and entropy reduction in
a living cell. Biosystems 2013;111(1):1–10.

[40] Randow F, MacMicking JD, James LC. Cellular self-defense: how cell-
autonomous immunity protects against pathogens. Science 2013;340
(6133):701–6.

[41] Wang L, Whittemore K, Johnston SA, Stafford P. Entropy is a simple measure of
the antibody profile and is an indicator of health status: a proof of concept. Sci
Rep 2017;7(1):18060.

[42] Melis M, Littera R, Cocco E, Frau J, Lai S, Congeddu E, et al. Entropy of human
leukocyte antigen and killer-cell immunoglobulin-like receptor systems in
immune-mediated disorders: a pilot study on multiple sclerosis. PLoS ONE
2019;14(12):e0226615.

[43] Pantic I, Pantic S. Germinal center texture entropy as possible indicator of
humoral immune response: immunophysiology viewpoint. Mol Imaging Biol
2012;14(5):534–40.

[44] Liu MK, Hawkins N, Ritchie AJ, Ganusov VV, Whale V, Brackenridge S, et al.
Vertical T cell immunodominance and epitope entropy determine HIV-1
escape. J Clin Invest 2013;123(1):380–93.

[45] Chovatiya R, Medzhitov R. Stress, inflammation, and defense of homeostasis.
Mol Cell 2014;54(2):281–8.

[46] Medzhitov R. Origin and physiological roles of inflammation. Nature 2008;454
(7203):428–35.

[47] Sies H, Jones DP. Reactive oxygen species (ROS) as pleiotropic physiological
signalling agents. Nat Rev Mol Cell Biol 2020;21(7):363–83.

[48] Valko M, Leibfritz D, Moncol J, Cronin MTD, Mazur M, Telser J. Free radicals and
antioxidants in normal physiological functions and human disease. Int J
Biochem Cell Biol 2007;39(1):44–84.

[49] Lu S, Wei F, Li G. The evolution of the concept of stress and the framework of
the stress system. Cell Stress 2021;5(6):76–85.

[50] Russell G, Lightman S. The human stress response. Nat Rev Endocrinol 2019;15
(9):525–34.

[51] Jo EK, Shin DM, Choi AMK. Autophagy: cellular defense to excessive
inflammation. Microbes Infect 2012;14(2):119–25.

[52] Boya P, Reggiori F, Codogno P. Emerging regulation and functions of
autophagy. Nat Cell Biol 2013;15(7):713–20.

[53] Estaquier J, Vallette F, Vayssiere JL, Mignotte B. The mitochondrial pathways of
apoptosis. Adv Exp Med Biol 2012;942:157–83.

[54] Muñoz-Pinedo C. Signaling pathways that regulate life and cell death:
evolution of apoptosis in the context of self-defense. Adv Exp Med Biol
2012;738:124–43.

[55] Clevers H, Loh KM, Nusse R. An integral program for tissue renewal and
regeneration: Wnt signaling and stem cell control. Science 2014;346
(6205):1248012.

[56] Blanpain C, Fuchs E. Plasticity of epithelial stem cells in tissue regeneration.
Science 2014;344(6189):1242281.

[57] Urciuolo A, Quarta M, Morbidoni V, Gattazzo F, Molon S, Grumati P, et al.
Collagen VI regulates satellite cell self-renewal and muscle regeneration. Nat
Commun 2013;4(1):1964.

[58] Carusillo A, Mussolino C. DNA damage: From threat to treatment. Cells 2020;9
(7):1665.

[59] Groothuizen FS, Sixma TK. The conserved molecular machinery in DNA
mismatch repair enzyme structures. DNA Repair 2016;38:14–23.

[60] Wang M, Kaufman RJ. Protein misfolding in the endoplasmic reticulum as a
conduit to human disease. Nature 2016;529(7586):326–35.

[61] Dobson CM. Protein folding and misfolding. Nature 2003;426(6968):884–90.
[62] Hartl FU. Protein misfolding diseases. Annu Rev Biochem 2017;86(1):21–6.
[63] Kemp CD, Conte JV. The pathophysiology of heart failure. Cardiovasc Pathol

2012;21(5):365–71.
[64] P. B. Wound healing and the role of fibroblasts. J Wound Care 2013;22

(8):407–12.
[65] Klose K, Gossen M, Stamm C. Turning fibroblasts into cardiomyocytes:

technological review of cardiac transdifferentiation strategies. FASEB J
2019;33(1):49–70.

[66] McEWEN BS. Stress, adaptation, and disease: allostasis and allostatic load. Ann
N Y Acad Sci 1998;840(1):33–44.

[67] Shrier I. Muscle dysfunction versus wear and tear as a cause of exercise related
osteoarthritis: an epidemiological update. Br J Sports Med 2004;38(5):526–35.

[68] Bonewald L. Use it or lose it to age: a review of bone and muscle
communication. Bone 2019;120:212–8.

[69] Swaab DF. Brain aging and Alzheimer’s disease, ‘‘wear and tear” versus ‘‘use it
or lose it”. Neurobiol Aging 1991;12(4):317–24.

[70] Brundel BJJM. The role of proteostasis derailment in cardiac diseases. Cells
2020;9(10):2317.

[71] Salminen A, Kaarniranta K. Genetics vs. entropy: longevity factors suppress the
NFjB-driven entropic aging process. Ageing Res Rev 2010;9(3):298–314.

[72] Salminen A, Ojala J, Huuskonen J, Kauppinen A, Suuronen T, Kaarniranta K.
Interaction of aging-associated signaling cascades: inhibition of NF-jB
signaling by longevity factors FoxOs and SIRT1. Cell Mol Life Sci 2008;65(7-
8):1049–58.

http://refhub.elsevier.com/S2095-8099(21)00386-6/h0045
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0045
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0050
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0050
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0055
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0055
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0055
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0055
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0055
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0060
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0060
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0060
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0065
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0065
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0070
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0070
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0075
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0075
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0075
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0075
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0075
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0080
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0080
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0080
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0080
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0085
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0085
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0085
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0085
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0090
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0090
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0090
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0090
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0095
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0095
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0095
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0095
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0100
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0100
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0105
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0105
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0110
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0110
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0110
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0115
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0115
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0115
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0120
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0120
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0125
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0125
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0125
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0125
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0125
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0125
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0130
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0130
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0135
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0135
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0140
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0140
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0145
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0145
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0150
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0150
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0155
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0155
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0160
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0160
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0165
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0165
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0170
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0170
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0175
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0175
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0180
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0180
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0185
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0185
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0195
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0195
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0200
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0200
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0200
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0205
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0205
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0205
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0210
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0210
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0210
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0210
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0215
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0215
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0215
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0220
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0220
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0220
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0225
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0225
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0230
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0230
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0235
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0235
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0240
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0240
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0240
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0245
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0245
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0250
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0250
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0255
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0255
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0260
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0260
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0265
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0265
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0270
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0270
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0270
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0275
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0275
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0275
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0285
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0285
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0285
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0290
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0290
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0295
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0295
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0300
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0300
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0305
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0310
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0315
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0315
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0320
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0320
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0325
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0325
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0325
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0330
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0330
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0335
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0335
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0340
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0340
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0345
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0345
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0345
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0345
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0350
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0350
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0355
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0355
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0360
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0360
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0360
http://refhub.elsevier.com/S2095-8099(21)00386-6/h0360

	The Entropy Perspective on Human Illness and Aging
	1 Entropy and its implications in human disease and aging
	2 Potential mechanisms for maintaining the body’s low-entropy state
	2.1 The self-organizing system
	2.2 The self-defense system
	2.3 The self-healing system
	2.4 The anti-wear-and-tear system

	3 Concluding remarks
	References


